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Summary This paper presents an automatic method for classification of progressive stages of
oral precancerous conditions like oral submucous fibrosis (OSF). The classifier used is a three-
layered feed-forward neural network and the feature vector, is formed by calculating the wave-
let coefficients. Four wavelet decomposition functions, namely GABOR, HAAR, DB2 and DB4
have been used to extract the feature vector set and their performance has been compared.
The samples used are transmission electron microscopic (TEM) images of collagen fibers from
oral subepithelial region of normal and OSF patients. The trained network could classify normal
fibers from less advanced and advanced stages of OSF successfully.
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Introduction

Oral cancer is increasing at an alarming rate and it is the
11th most common cancer in the world. Out of a large
number, two-third cases are recorded in developing
.
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countries.1 A high incidence of oral cancer is mainly due to
late diagnosis of potential precancerous lesions and condi-
tions. There is consistent evidence that persons with early
stage of oral cancer i.e., diagnosed at precancerous stage
have a better prognosis than those diagnosed with more ad-
vanced state of the disease.2 Oral submucous fibrosis (OSF)
is such precancerous condition of oral cavity and oropharynx
having insidious chronic progressive nature and a high de-
gree of malignant potentiality.3 A significant number
(7.6%) of the pathosis may convert into squamous cell carci-
noma (SCC).3 This disease is now a public health concern in
many parts of the world including United Kingdom,4 South
Africa 5 and many southeast Asian countries 6,7 though it is
mainly prevalent in the Indian subcontinent in all age groups
and across all socioeconomic strata.6,7

Interestingly, the aetiology of OSF is still ill understood
but varied addictive oral habits have shown strong correla-
tion with the etiology of this disease. Arecoline, an active
alkaloid found in betel nuts have been reported to stimulate
fibroblasts with 150% increase in collagen production.8 Be-
sides oral habits, other factors like ingestion of chilies, defi-
ciencies of nutritional elements including trace metal and
vitamin, hypersensitivity to various dietary constituents
and genetic as well as immunological predisposition are sug-
gested to be involved in the progression of this pathosis.9,10

Presently, in the diagnosis and assessment of this disease
state clinicians normally rely on the empirical light micro-
scopic histopathological evaluation of OSF biopsies inte-
grated with clinical evaluation. Histopathologically OSF is
characterized by less vacularized collagenous connective
tissue with concomitant presence of atrophic overlying epi-
thelium, which may be associated with variable degrees of
dysplastic changes.11 Atrophy of the muscle fibers and var-
ied degree of chronic inflammatory infiltrate are also re-
corded in the diseased tissue. Clinically, varied degrees of
trismus (inability to open the mouth) in these patients are
also evident which has a direct correlation with the oral
location of the OSF lesion and degree of fibrosis due to
excessive formation of subepithelial collagen fibers. Thus,
in this disease process, though both epithelium and connec-
tive tissue are involved but malignancy becomes evident in
the epithelium only. Here lies the question: which part of
the oral mucosa is more contributory in the development
of such precancer condition. Physiologically, avascular oral
epithelium is dependent on the underlying vascularized con-
nective tissue for nutrition. In this disease process the
excessive formation of collagen in the subepithelial mucosa
obliterates the blood vessels, which possibly leads to the
nutritional impairment at the overlying epithelium. This
condition of the epithelium along with concurrent carcino-
genic insult on the oral epithelium by addictive oral habits
possibly favors the progression of such disease process.12

Interestingly, very few studies have addressed the colla-
gen changes and fibrosis in a definite quantitative manner.
Ultrastructural studies on subepithelial collagen fibers in
OSF and normal mucosa have noted variation in their width
and periodicity qualitatively.13 Keeping these facts in mind,
the transmission electron micrographs of subepithelial
fibrillar collagen population of early and advanced stages
of OSF has been analyzed to compare the same with that
of normal oral mucosa by computer aided diagnostic (CAD)
approach coupled with wavelet-ANN.14 The CAD refers to
a diagnostic process in which a radiologist uses a computer
analysis as a diagnostic aid to achieve more accurate inter-
pretation of the disease state. In this work, the precancer
diagnostic importance of CAD system coupled with wave-
let-ANN has been studied by analyzing the OSF and normal
oral mucosal collagen. The wavelet transform technique is
ideal for teasing out information from signals that are ape-
riodic, noisy, intermittent or transient. ANN is an important
statistical tool 15 to improve the characterization of patho-
logical images especially of precancer and cancers. Few re-
ports are available regarding successful applications of
machine learning in precancerous diagnosis.16–20 Thus this
study would strengthen the foundation of ANN in CAD
applications. In countries like India CAD-based software
has special importance because it provides a low-cost
solution for first hand measure of the patient’s state of
disease.

A number of literatures are available in wavelet based
feature extraction,21 which is found to be useful in cancer
and precancer research also. Wavelet-based texture param-
eters or other kind of texture features may be possible to be
corresponded to normal and advanced stages of precancer.
However, less-advanced stages have lot of overlapping fea-
tures with both normal and advanced stages. Even some of
the advanced stages have overlapping features with normal
ones. In such cases, ANN-based classifiers perform in a bet-
ter way.

This paper has been organized in the following way: The
next section i.e., second section discusses about the selec-
tion and clinical classification of test cases and electron
microscopic methodology of preparing this test data. Third
section has presented an exhaustive overview of wavelet-
ANN based analysis of the test images. More specifically,
first part has focused on Gabor filter-based texture classifi-
cation methodology. Second part has described wavelet-
based technique to capture the texture information of the
test images. Fourth describes the background of ANN and
its use as the pattern classifier. ANN tries to capture the sig-
nature (pattern) as a reflection of the stage of OSF, namely,
normal, less-advanced or advanced. Fifth section illustrates
the performance of various wavelets as a performance mea-
sure for the detection of the disease. Finally, the last sec-
tion concludes this paper.
Selection of patients, clinical classification of
OSF stages and transmission electron
microscopic (TEM) study

Selection of patients

Clinically diagnosed OSF patients were subjected to inci-
sional biopsy with their prior consent at the Department
of Oral and Maxillofacial Pathology, R. Ahmed Dental Col-
lege & Hospital, Kolkata for histopathological evaluation.
A portion from each biopsy tissue of oral mucosa of the clin-
ically and histologically confirmed cases of early (n = 55)
and advanced (n = 60) stages of OSF were taken for the anal-
ysis of fibrillar collagen ultrastructure by transmission elec-
tron microscope. The normal healthy volunteers (n = 30) of
similar age and food habits but without oral habit were also
included in the study.
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Clinical classification of OSF stages

The classification/grading of the disease OSF has been done
according to the degree of trismus, which has direct corre-
lation with degree of fibrosis, progression of the disease and
location of the OSF lesion in oral mucosa. Trismus or reduc-
tion in the overall mouth opening is one of the most prudent
manifestations of OSF 11,13 and it has been a cardinal clinical
feature to grade the patients into different groups. The gra-
dation of trismus and in turn gradation of the disease pro-
cess was done by measuring the distance between the
incisal edges of the upper and lower central incisal teeth
i.e., the interincisal distance (IID), by vernier calipers as fol-
lows: mild or moderate grade (1.5 cm 6 IID\3.5 cm) and
severe grade (IID < 1.5 cm) considering IID P 3.5 as normal.

Transmission electron microscopic (TEM) study

Biopsy samples of 1 mm · 2 mm were fixed in primary fixa-
tive (2.5% glutaraldehyde in 0.12 M phosphate buffer) for
48 h at 4 �C. The tissues were then washed in 0.12 M phos-
phate buffer and post-fixed in 2% osmium tetroxide for 2 h
at room temperature with constant shaking. Following post
fixation, tissues were dehydrated in graded alcohol and pro-
cessed for spur embedding. Ultrathin sections were made by
Nova Ultratome (LKB), collected on copper grids and stained
with uranyl acetate and lead citrate.13,22 Sections were
observed under transmission electron microscope (JEOL
100CX TEM) operated at 60 KV.
Figure 1 TEM images of collagen normal (a,d) less advanced (b,e)
and (d–f) represent longitudinal sections of collagen fibers, respec

Figure 2 Training 64 · 64 sample TEM image of oral subepithelial c
advanced stage of OSF transverse; (d) advanced stage of OSF longi
Wavelet-ANN-based analysis of TEM images of
collagen

In this study a wavelet-ANN-based novel scheme has been
proposed for the detection and grading of OSF stages (ad-
vanced and less advanced) by analyzing TEM images of sub-
epithelial collagen fibers (shown in Fig. 1a–f), taken
randomly from a population (n = 145) consisting of 55 less
advanced and 60 advanced OSF patients and 30 normal
healthy volunteers.

Through random sampling, a set of 145 image samples
(dimension 64 · 64 pixels, as shown in Fig. 2a–d) of subep-
ithelial collagen image data has been taken to make a large
training set. Accordingly, this technique grabbed the said
145 image samples from 5,5,7 representative subepithelial
TEM collagen images of normal volunteers, less advanced
and advanced stages of OSF patients respectively. This
64 · 64 image has been decomposed into various bands.
The feature vector has been judiciously chosen from the
subband images. It has been assumed that the feature vec-
tor has captured the signature of stage of the disease. These
feature vectors are used to train the ANN. During the test,
the images are decomposed into 64 · 64 non-overlapping
blocks. The feature vectors have been extracted for each
block and fed to the ANN. The output may be of three
different types: normal, less advanced and advanced stage
of OSF. Based on the number of blocks in each of these
three classes, a decision has been taken for the image under
test.
advanced (c,f) stage of OSF, (a–c) represent transverse sections
tively.

ollagen (TS): (a) normal transverse; (b) normal longitudinal; (c)
tudinal.
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Figure 3 Wavelet decomposition of 64 · 64 training image
sample.
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In the next section, Gabor filter has been introduced as a
texture characterizing filter along with three wavelet fil-
ters. The background of these filters and the choice of fea-
ture vector have been described in detail.

Gabor filter-based feature vector extraction

The filter structure for analyzing textured image has been
assumed as m(x,y) = —i(x,y) * f(x,y)—, where i(x,y) and
f(x,y) are the image and Gabor elementary function (GEF)
respectively. The GEF has the following interesting
properties:

1. The GEF’s are the only functions that achieve minimum
space bandwidth product as specified by uncertainty
principle 23 DU ¼ XX < 1

2
, where X and X are the spreads

in frequency and space domains respectively. This means
that GEF can be designed to be optimally selective in
spatial frequency while oering good spatial localization.

2. GEF’s are the set of band pass filters. They can be judi-
ciously tuned to extract a specific band of frequency
components.

3. The shape of GEF’s resemble the receptive field profiles
of simple cells in a visual pathway.

GEF’s were first defined by Gabor 24 and Daugman 25 ex-
tended it to double dimensions. A few researchers refer GEF
as Gabor wavelets.26,27 The Gabor function do not exactly
satisfy the requirements that the wavelet be admissible
and progressive.28 However, in the context of representing
a class of self-similar functions, this term is used. In the spa-
tial domain, the Gabor function is a complex exponential
modulated by a Gaussian function. The Gabor function
forms a complete but a non-orthogonal basis set and its im-
pulse response in the two-dimensional (2-D) plane has the
following general form:28

fðx; yÞ ¼ 1

2prxry
exp � 1

2

x2

r2
x

þ y2

r2
y

 !" #
expð2pju0xÞ ð1Þ

where u0 denotes the radial frequency of the Gabor func-
tion. The constants rx and ry defines the spread of Gabor
envelop along x and y axes. In the frequency domain, the
Gabor function acts as a band pass filter and the Fourier
transform of f(x,y) is given by

Fðu; vÞ ¼ exp � 1

2

ðu� u0Þ2

r2
u

þ v2

r2
v

( )" #
ð2Þ

where ru ¼ 1
2prx

and rv ¼ 1
2pry

.
A class of self-similar functions, referred as Gabor wave-

lets, has been considered in this work for signature classifi-
cation of stage of the disease. Using (1) as the mother Gabor
wavelet, the self-similar filter bank can be obtained by
appropriate scaling and rotation of the generating function

fpqðx; yÞ ¼ a�pfðx0; y 0Þ ð3Þ

where x0 ¼ a�pðx cos hq þ y sin hqÞ and y 0 ¼ a�pð�x sin hqþ
y cos hqÞ; a > 1; p ¼ 0; 1; 2; . . . ; S� 1 and q = 0,1,2, . . . ,
L � 1. The integer subscripts p and q represent the index
for scale (dilation) and orientation (rotation), respectively.
S is the total number of scales and L is the total number of
orientations in the self-similar Gabor filter bank. For each
orientation q, the angle hq is given by pq
L
, q = 0,1,2, . . . ,

L � 1. The scale factor a�p ensures that the energy
Epq ¼

R1
�1
R1
�1 jfpqðx; yÞj

2 dxdy is independent of p.28

Thus, all the filters in the Gabor filter bank have the
same energy, irrespective of their scale and orientation.
In,28 a bank of self-similar Gabor filters has been formed
by rotation (varying) and dilation (varying) of the basic Ga-
bor filter (1). They are used to compute the texture signa-
ture of the OSF images. Each of the complex Gabor filters
has the real and imaginary parts that are conveniently
implemented as the spatial mask of M · M sizes. In order
to have a symmetric region of support, M is preferred to
be an odd number. For a given input image I(x,y), the mag-
nitude of filtered image Mpq(x,y) is obtained by using Gabor
filter fpq(x,y) as follows:

Mpqðx;yÞ

¼ realðfpqðx;yÞ � Ipqðx;yÞÞ2 þ imagðfpqðx;yÞ � Ipqðx;yÞÞ2
n o0:5

ð4Þ

The non-orthogonality of Gabor wavelets implies that there
is redundant information in the filtered images Mpq(x,y) of
dimension 64 · 64. The following strategy is adopted to re-
duce this redundancy. Let Uh and Ul denote the upper and
lower center frequencies of interest. In,28 the factor a
and frequency spreads in x and y direction have been com-
puted such that half peak magnitude cross-section of the fil-
ter responses touch each other.

In the present work, the number of scales S and orienta-
tions L are assumed to be 5 and 4, respectively with mask
size 21 · 21. The feature vector has been computed by the
mean of the filtered image lpq ¼

P
x

P
ykMpqðx; yÞk2. The

feature vector has been defined as FV = [l00 l01 . . . l54]
T.

These feature vectors have been fed to train the ANN.

Wavelet and subband decomposition and feature
vector extraction 29–31

Sub-band decomposition has been carried out here for the
case of 2-D signals. As mentioned in the previous section,



Table 1 Correlation between feature vectors of normal
(N), less-advanced (L) and advanced (A) stage of disease for
four different wavelet functions

HAAR DB2 DB4

(N–L) 0.814 0.831 0.905
(N–A) 0.609 0.761 0.721
(L–A) 0.905 0.608 0.701
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a number of 64 · 64 image templates have been taken in or-
der to extract the feature vector for training the ANN. Fig-
ure 2 shows four such training samples, two for normal cell
and other for advanced stage of disease. These sample
images have been decomposed by HAAR, DB2 and DB4 wave-
let into four levels. In each level, there are three sets of de-
tail coefficients: horizontal (Hi), vertical (Vi) and diagonal
(Di), i = 1,2,3,4 as shown in Figure 3. The dimension of Hi

is 64 * 2�i · 64 * 2�i. It is same for Vi and Di also. These Hi,
Vi and Di have been extracted by using ‘detcoef2’ function
of MATLAB 7.28 The four approximation coefficients, Ai,
have been extracted from the four levels by using ‘app-
coef2’. The Frobenious norm 32 has been computed for Hi,
Vi, Di and Ai and denoted as i�iF. The element of the feature
vector (FV) is the Frobenious norm of Hi, Vi, Di and Ai.
FV = [iHiiFiViiFiDiiFkiAiiF]T i = 1,2,3,4 where k is set as
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Figure 4 Weight vectors in the MLP feed-forward network.

Figure 5 Convergence of ANN training with (a) G
0.001. These feature vectors have been fed to train the
ANN.

Multi-layered perceptron (MLP) feed-forward
neural network

It has been proved that a three-layered network can repre-
sent a non-linear function of any order.33 The number of
layers and number of nodes in the hidden layer are guided
by many practical aspects, e.g., redundancy, number of in-
put training set, spurious oscillations etc. However, the
most critical part of an ANN-based model is to train the net-
work. The network has been shown in Figure 4. In this figure
vij and wpq denote the weights for the successive layers. The
basic purpose of training a network is to optimize vij and wpq

corresponding to a particular set of input-output training
pattern.

The responses at the hidden nodes bj, j = 1,2, . . . ,p are
calculated by evaluating the contributions from all the input
nodes through a non-linear mapping function.
abor, (b) HAAR, (c) dB2, (d) dB4 wavelet basis.
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bj ¼ f
Xn
i¼1

aivij þ hj

" #
ð5Þ

where the function f(�) chosen is the ‘tansig’ function of
MATLAB 7. The tansig function is given by 2

1þexpð�2nÞ � 1. hj
is the bias at the jth hidden layer node and ai is the input
vector. Similarly, ck, k = 1,2, . . . ,q is calculated using

ck ¼ f
Xn
j¼1

bjwjk þ sk

" #
ð6Þ

where sk is the bias at the kth output layer node.
The function ‘trainlm’ in the neural network toolbox 34 in

MATLAB 5.1 has been used for training the network. It uses a
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Figure 7 ANN output for an image of less-a
mixture of Gauss–Newton method and gradient descent
technique for optimization of the weights, wjk and vij. The
Levenberg–Marquardt weight update rule is

Dw ¼ ðJTJþ lIÞ�1JTe ð7Þ

where J is the Jacobian matrix of derivatives of each error
to each weight, l is a scalar, I is the identity matrix and e
is an error vector. Training continues until the error goal
is met and the minimum error gradient occurs.

Justification of using ANN as a pattern classifier

ANN has been used as a pattern classifier in this present
work. In,35 a number of methods for training the classifiers
27 29 31 33 35 37 39 41 43 45 47 49 51

4) index number

f normal cells with HAAR wavelet.

151 161 171 181 191 201 211 221 231 241 251 261 271 281 291

) index number

dvanced stage of OSF with HAAR wavelet.
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have been described. The pattern classification has been
formulated as to estimate the minimum misclassification er-
ror. The least-mean-square (LMS) algorithm provides a pow-
erful gradient decent method for reducing the error, even
when pattern are not linearly separable in feature space.
The class of solutions, comprising hyperplane decision
boundaries, has many problems for which linear discrimi-
nants are insufficient for minimum error. With a clever
choice of non-linear discriminant functions, the arbitrary
decision regions can be achieved leading to minimum classi-
fication error. The central difficulty is choosing the appro-
priate non-linear functions. ANN is a way to learn the
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Figure 9 ANN output for an image of
non-linearity. The parameters governing the non-linear
mapping are learned at the same time as those governing
the linear discriminant. Table 1 shows the correlation of sam-
ple training feature vector of three different classes namely
normal, less-advanced and advanced. Four wavelet func-
tions have been considered. But, the feature vectors formed
by the other wavelet functions have high degree of simila-
rity in nature. In case of HAAR wavelet-based analysis, a
sample less-advanced feature vector is similar with the ad-
vanced one with a degree of similarity 0.905. As the feature
vectors are highly overlapping in feature space, ANN may be
the right technique for pattern classification in this work.
31 33 35 37 39 41 43 45 47 49 51 53 55 57 59

) index number

anced stage of OSF with HAAR wavelet.

8 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36

) index number

normal cells with GABOR wavelet.
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Training by ANN

In the present work, a three-layered ANN has been used. A
single hidden layer with 6 and 4 neurons is found to be suf-
ficient for training with Gabor and HAAR wavelet respec-
tively as shown in Figure 5. Similarly, the convergence
pattern has also been shown for DB2 and DB4 wavelets in
the same figure. Convergence has been achieved within
320 epochs in case of Gabor wavelet. In case of HAAR wave-
let, ANN converges within 200 epochs. The maximum num-
ber of epochs has been fixed at 400. The sum squared
error goal has been kept at 10�5. The learning rate and
minimum feasible gradient are chosen as 0.01 and 0.05
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respectively for both the cases. The detailed discussions
of these parameters are available in.33

Results and discussion

After successful training, a number of images from different
patients have been randomly taken for testing. The feature
vector has been extracted from each of the contiguous
64 · 64 pixel blocks by wavelet (Gabor, HAAR, DB2, DB4)
decomposition. These test feature vectors have been fed
to ANN. The ANN outputs for three different test images
are represented in Figures 6–8 in case of HAAR wavelet.
The target output has three different states, denoted as
7 136 145 154 163 172 181 190 199 208 217 226 235 244 253

 index number

vanced stage of OSF with GABOR wavelet.

23 25 27 29 31 33 35 37 39 41 43 45

) index number

anced stage of OSF with GABOR wavelet.
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�1, 0 and +1. The states �1, 0 and +1 represent normal,
less-advanced and advanced stages of OSF respectively. In
case of untrained test samples, it may happen that the out-
put of ANN for a particular 64 · 64 pixel block is not mapped
exactly to three states i.e., say for a 64 · 64 pixel block
sample of advanced state of disease, it may produce the
output of +0.9 instead of +1.0. Naturally, a band around
these three states needs to be defined. These bands corre-
spond to Normal as well as less-advanced and advanced dis-
eased states. The bands have been chosen as follows: If the
output of 64 · 64 pixel block is less than �0.5, the block has
been considered as ‘‘normal’’ block. A particular block has
been treated as a ‘‘less-advanced’’ block, if the corre-
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Figure 13 ANN output for an image of less-
sponding output is within the limit of �0.5 to +0.5. Simi-
larly, if the output of a 64 · 64 pixel block is greater than
+0.5, it has been treated as ‘‘Advanced’’ block.

In Figure 6, a normal image has been tested and the
target output of each such 64 · 64 pixel block is set as
�1 with HAAR basis function. There are 60 blocks of
dimension 64 · 64 pixels. Out of these, only nine blocks
are miss-classified as the target output of nine blocks is
out of tolerance band. Similarly, in Figure 6, the test im-
age is of less-advanced state of disease and the target
output is set as 0. Out of total number of 297 blocks, 26
blocks are wrongly classified in Figure 7. In Figure 8, the
test image is of advanced stage of the disease and the
27 29 31 33 35 37 39 41 43 45 47 49 51

) index number

of normal cells with DB2 wavelet.

151 161 171 181 191 201 211 221 231 241 251 261 271 281 291

 index number

advanced stage of OSF with DB2 wavelet.
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target output is set as +1. Out of 60 blocks only 6 blocks
do not exhibit the correct signature. Figures 9–11 show
the ANN output of Gabor wavelets for the normal, less-ad-
vanced and advanced stage of disease respectively. The
corresponding outputs for DB2 and DB4 have been shown
in Figures 12–17.

In order to give a measure of the efficiency of the
proposed ANN-based scheme, a metric namely, Properly
Classified Block Index (PCBI) has been computed for all
the test images. PCBI has been defined as follows: PCBI ¼
NP

NT � 100%, where NP and NT are the total number of prop-
erly classified 64 · 64 pixel blocks and total number of
64 · 64 pixel blocks in the test image. After classifying the
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Figure 15 ANN output for an image
blocks onto three states �1,0 and +1, the number of blocks
in each state has been computed. The number of properly
classified blocks, NP, has been taken as the maximum of
these three counts. Based on the magnitude of PCBI, the fi-
nal diagnosis has been performed about the nature of test
images. A binary decision has been taken based on PCBI. If
PCBI is greater than 50% (Fig. 18), it has been inferred that
the correct diagnosis has been taken by the developed
Wavelet-ANN-based system.

In Tables 2–5,17 test images have been considered to
check the diagnostic ability of the proposed wavelet ANN-
based system. The first 5 images (index 1–5) are of normal
state of OSF. It has been marked as ‘‘N’’. The less-advanced
31 33 35 37 39 41 43 45 47 49 51 53 55 57 59

) index number

vanced stage of OSF with DB2 wavelet.
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Figure 16 ANN output for an image of less-advanced stage of OSF with DB4 wavelet.
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Figure 17 ANN output for an image of advanced stage of OSF with DB4 wavelet.
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and advanced state of diseased images have been marked as
‘‘L’’ and ‘‘A’’ respectively.

It has been observed that the performance of Gabor filter
is critical in characterizing both the images of normal and
less-advanced stage. But it is performing well in case of ad-
vanced state of OSF. On the contrary, it has been found that
100

+1

0 50

D
ec

is
io

n

PCBI (%)

Figure 18 Binary decision for OSF stage detection.
all the test images are diagnosed properly by the proposed
system with HAAR and DB2 basis functions. The DB4-based
methodology has failed to properly classify one test image
of less-advanced stage (Image index 6 in Table 5).

Figures 19–21 show the value of PCBI for all the 17 rep-
resentative test images (5 normal, 5 less-advanced and 7 ad-
vanced stage of OSF) with different wavelet functions. It
has been found from Figures 19 and 20 that HAAR is the most
competent technique to successfully classify the normal
condition and less advanced stage of disease whereas in
case of advanced state, all the techniques are relatively
performing well (Fig. 21).

PCBI gives the confidence measure of this automatic
diagnostic methodology. It is important to note that this



Table 2 Results for GABOR wavelet, hidden layer node = 6
PCBI (%) = max (normal, less-advanced, advanced blocks) in
%

Image
index

Normal
64 · 64
blocks (%)

Less-advanced
64 · 64
blocks (%)

Advanced
64 · 64
blocks (%)

1 (N) 33.33 46.67 20.00
2 (N) 47.22 5.55 47.22
3 (N) 37.14 22.86 40.00
4 (N) 54.76 10.32 34.92
5 (N) 78.70 10.93 10.37
6 (L) 34.38 50.00 15.62
7 (L) 15.77 58.46 25.77
8 (L) 10.29 61.71 28.00
9 (L) 14.80 43.09 44.11

10 (L) 18.42 30.70 50.87
11 (A) 0.88 9.65 89.47
12 (A) 13.89 4.17 81.94
13 (A) 3.24 10.19 86.57
14 (A) 2.38 15.48 82.14
15 (A) 6.67 2.22 91.11
16 (A) 10.39 1.29 88.31
17 (A) 10.93 0.88 88.18

Table 3 Results for HAAR wavelet, hidden layer node = 4
PCBI (%) = max (normal, less-advanced, advanced blocks) in
%

Image
index

Normal
64 · 64
blocks (%)

Less-advanced
64 · 64
blocks (%)

Advanced
64 · 64
blocks (%)

1 (N) 80.00 16.67 3.33
2 (N) 86.54 3.85 9.62
3 (N) 56.82 4.55 38.64
4 (N) 87.33 4.67 8.00
5 (N) 75.34 2.72 21.94
6 (L) 22.22 73.33 4.44
7 (L) 4.38 91.25 4.37
8 (L) 0.96 95.19 3.85
9 (L) 2.56 95.73 1.71

10 (L) 6.41 91.03 2.56
11 (A) 22.14 0.71 77.14
12 (A) 14.29 14.29 71.43
13 (A) 6.47 6.07 87.45
14 (A) 5.77 4.81 89.42
15 (A) 1.67 11.67 86.67
16 (A) 4.16 4.16 91.67
17 (A) 16.5 3.89 79.50

Table 4 Results for DB2 wavelet, hidden layer node = 5
PCBI (%) = max (normal, less-advanced, advanced blocks) in
%

Image
index

Normal
64 · 64
blocks (%)

Less-advanced
64 · 64
blocks (%)

Advanced
64 · 64
blocks (%)

1 (N) 65.00 13.33 21.67
2 (N) 86.54 3.85 9.61
3 (N) 60.23 22.73 17.05
4 (N) 85.33 4.00 10.67
5 (N) 57.99 12.93 29.08
6 (L) 28.89 46.67 24.45
7 (L) 2.02 95.62 2.36
8 (L) 24.52 55.77 19.71
9 (L) 13.67 59.26 27.06
10 (L) 12.17 64.10 23.72
11 (A) 13.57 8.57 77.86
12 (A) 4.39 0.00 95.61
13 (A) 15.39 3.64 80.98
14 (A) 16.35 6.73 76.92
15 (A) 1.67 1.67 96.67
16 (A) 12.5 1.04 86.46
17 (A) 17.21 1.13 81.65

Table 5 Results for DB4 wavelet, hidden layer node = 5
PCBI (%) = max (normal, less-advanced, advanced blocks) in
%

Image
index

Normal
64 · 64
blocks (%)

Less-advanced
64 · 64
blocks (%)

Advanced
64 · 64
blocks (%)

1 (N) 63.33 3.33 33.33
2 (N) 90.39 0.0 9.62
3 (N) 60.23 6.82 32.95
4 (N) 81.33 2.67 16.0
5 (N) 61.91 4.59 33.50
6 (L) 28.89 31.11 40.0
7 (L) 14.14 72.39 13.47
8 (L) 7.69 55.77 36.54
9 (L) 2.85 81.48 15.67
10 (L) 2.56 91.00 6.44
11 (A) 16.43 2.14 81.43
12 (A) 12.03 7.69 80.22
13 (A) 10.53 7.29 82.19
14 (A) 14.42 8.65 76.92
15 (A) 1.67 20.0 78.33
16 (A) 15.61 27.08 57.29
17 (A) 21.59 4.54 73.86
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result correspond to a training set of overlapping features,
i.e., the blocks marked as advanced may contain a few nor-
mal or less-advanced cell also. This is similar to actual diag-
nosis scenario, where proper classification of all the cells in
a sample is impossible to perform. The target stages of the
training samples have been determined by looking at the
overall features and corresponding to pathological stages in-
ferred from other modalities also.
In empirical histopathological studies every clinical hist-
opathologist tries to interpret the tissue changes and condi-
tions more accurately but the accuracy differs from person
to person depending on their level of perception and clinical
acumen. Likewise in this study we have used four methods
namely, Gabor, HAAR, DB2 and DB4, to classify the disease
situation in a more quantitative manner with higher accu-
racy. The results show that HAAR is more effective in



Figure 19 PCBI score of Gabor, HAAR, DB2 and DB4 in normal images.

Figure 20 PCBI score of Gabor, HAAR, DB2 and DB4 in less advanced stage of cancerous images.
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Figure 21 PCBI score of Gabor, HAAR, DB2 and DB4 in advanced stage of cancerous images.

Wavelet-ANN-based stage detection of oral precancerous condition 927
classifying normal, less advanced and more advanced stage
of the disease than the other techniques. But interestingly,
all the four techniques are equally effective in classifying
the advanced stage of the disease. Thus these observations
possibly have thrown some light in assessing the degree of
difference between the normal and less advanced and ad-
vanced stage of the disease and higher sensitivity of HARR
in distinguishing all three stages in respect to three other
techniques possibly indicated that the tissue changes are
more in between less advanced OSF and advanced OSF than
the changes in between normal and less advanced state of
the disease.
Conclusion

The present study proposes a novel ANN-based CAD detec-
tion technique for OSF. The TEM image of oral subepithelial
collagen fibers (test image) has been subdivided into 64 · 64
contiguous pixel blocks. These blocks have undergone sub-
band decomposition. The wavelet coefficients have been
used by ANN for the selection of feature vector. Perfor-
mance of four different wavelet functions, namely, GABOR,
HAAR, DB2 and DB4 has been compared and it has been seen
from the Table 6 that HAAR wavelet is performing to some
extent better as an automatic diagnostic agent. It has been
found that the HAAR wavelet is giving the above-specified
performance with 1 hidden node less than that of DB2 and
DB4 and 2 hidden nodes less than that of Gabor wavelet
without a single misclassification. In case of less advanced
stage of disease, some of the blocks are exhibiting the sig-
nature of normal collagen, whereas some are having the sig-
nature of advanced stage of OSF. If the final decision can be
made considering the individual output of all four wavelet
functions, the diagnosis will be far more accurate with bet-
ter confidence. Fuzzy-MLP networks can be utilized to
improve the diagnosis capability further in case of catego-
rizing of finer grade of less-advanced stage of disease.
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