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Lecture Outline

• Automatic Knowledge Graph Construction from unstructured data

• NLP techniques for KG construction



Recap 



Structure of Knowledge Graph

Credit: Peter Haase, Getting Started with Knowledge Graphs



Key Elements

• Entities

• Relations between entities

• Attributes/properties



Extracting Candidates:
Entities and Relationships



What is NLP?



Example: Knowledge Extraction for KG

John Lennon was born in Liverpool, to Julia and Alfred Lennon



Main Components

John Lennon was born in Liverpool, to Julia and Alfred Lennon

Entities

John Lennon

Liverpool

Julia

Alfred Lennon

Relationship From entity To entity

ChildOf John Lennon Julia

ChildOf John Lennon Alfred Lennon

Alfred Lennon

Entity Property name Value

John Lennon birthplace Liverpool



General Pipeline

Natural language text John was born in Liverpool, to Julia and Alfred Lennon

NLP

Annotated text

Extracted Graph



Tools and Techniques

NLP
Sentence level 

NLP
Document/passage 

level 

Information 
Extraction



Parts of Speech Tagging

• How does it help in KG? 
• Usually Entities are noun

• Verbs help to determine relationship/properties of entities

• What is Parts of Speech Tagging?

John was born in Liverpool, to Julia and Alfred Lennon.

Usually statistical sequence models are used on a large manually 
labelled data to learn tagging rules.



Identifying named entities

• Noun/noun phrases that represent some name (person, location, 
organization etc)

• Names are always entities in KG

• Also captures entity types

• Example: 



Dependency Parsing

• So far
• Word/phrase level tagging, but no information about the relationship 

between words/phrases

• We need to know how the words/phrases are related

• Dependency parsing:
• Analyses the grammatical structure of a sentence, 

• Establishes relationships between "head" words and words which modify 
those heads.



Dependency Parsing

• dependency relations are binary and asymmetric. 

• A relation consists of:
• A head (H)

• A dependent (D)

• A label denoting the relation between H and D

• Example: 



Role of Dependency Parsing in KG

person

organization

CeoOf



Within document Co-reference resolution

John was born in Liverpool, to Julia and Alfred Lennon.

He was a famous musician.

It consolidates the information extracted from the text. 



Problems with Entity Names



Entity Resolution
• Identifying and grouping different manifestations of the same real-

world object



Entity linking
• Entity Linking (EL) problem

• the task of linking name mentions in text with their referent entities in a 
knowledge base

Karen Carpenter, to appear more attractive, continued to diet even after losing 20 lbs, until her death at the age of 
32. She died of cardiac arrest due to anorexia nervosa.

Karen Carpenter
------------------------

Karen Anne
Carpenter (March 2,
1950 – February 4,
1983) was an
American singer and
drummer. She and
her …..

Donald Trump
--------------------

Donald Trump is
an american
businessman and a
usa presidential
candidate from
republican party

quantum electrodynamics
-------------------------------------

In particle physics, quantum
electrodynamics (QED) is
the relativistic quantum field
theory of electrodynamics. In
essence, it describes
how light and matter interact

anorexia nervosa
-------------------------

Anorexia nervosa,
often referred to
simply as anorexia, is
an eating
disorder characterize
d by a low weight
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Entity linking: overall approach

Karen Carpenter, to appear more attractive … age of 32. She died due to anorexia 
nervosa.

• Main steps
1. Entity extraction

2. String match with the encyclopedia entity catalog

3. Entity disambiguation
Michael Jordan is a former American
basketball player who led the Chicago Bulls
to six NBA championships.
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Local Approach to Linking

Document

mentions

𝑚

𝑚′

Γ𝑚

𝛾

Γ𝑚′

𝛾′

• Local approaches disambiguate each 
mention in a document separately

• Utilizes clues such as the textual 
similarity between the document and 
each candidate disambiguation’s 
Wikipedia page

Candidate labels
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Issue with Local Approach

Michael Jeffrey Jordan (born February 17, 1963), also known by his
initials, MJ, is an American former professional basketball player. Jordan
joined the NBA's Chicago Bulls in 1984. Michael Jordan fuelled the success
of Nike's Air Jordan sneakers. He also starred in the 1996 feature film
Space Jam as himself.
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Collective Entity Linking

Document

mentions

𝑚

𝑚′

Γ𝑚

𝛾

Γ𝑚′
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𝑔(𝛾)

𝑔(𝛾′)

Candidate  labels
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Inter-label topical 
coherence



Problem Definition

• Input
• a document 𝑑

• Set of mentions 𝑀 = 𝑚1, 𝑚2, … ,𝑚𝑁

• Set of Wikipedia titles 𝑊 = {𝑡1, 𝑡2, … , 𝑡|𝑊|}

• Output
• A mapping Γ: 𝑀 ↦ 𝑊
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Problem Definition

many-to-one mapping
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Knowledge bases (e.g.,Wikipedia articles)

Correct 
link



Local approach 

 Γ is a solution to the problem
 A set of pairs (m,t) 

 m: a mention in the document
 t: the matched Wikipedia Title

Local score of matching
the mention to the title
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Local + Global: using the Wikipedia structure

A “global” term –
evaluating how good 

the  solution is
28

Γ∗ = arg max
Γ

[ σ𝑖=1
𝑁 Φ 𝑚𝑖 , 𝑡𝑖 + Ψ(Γ)]



A tractable variation

1. Find disambiguation context Γ′
2. Evaluate the structure based on pair-wise 

coherence scores Ψ(ti,tj)

Wikipedia Articles
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Information from 
local features

Information from 
global features



Local Features: 𝝓𝒊(𝒎, 𝒕)

• Local features
• cosine-similarity(Text(t),Text(m))

• cosine-similarity(Text(t),Context(m))

• cosine-similarity(Context(t),Text(m))

• cosine-similarity(Context(t),Context(m))

• Text(t) : TF-IDF vector of Wikipedia title t

• Text(m): TF-IDF vector of d containing m

• Context(t): TF-IDF vector of the context within which t is hyperlinked in Wikipedia

• Context(m): TF-IDF  vector of context window of m

 Combining local features

• Φ 𝑚, 𝑡 = σ𝑖=1
𝑛 𝑤𝑖Φ𝑖(𝑚, 𝑡)

• 𝑤𝑖 = the weight of the i-th feature to be learnt
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semantic relatedness measures

Wikipedia relatedness measures
• Normalized Google Distance

• W = set of Wikipedia titles

• Pointwise Mutual Information

• 𝑃𝑀𝐼(𝐿1, 𝐿2) = log
|𝐿1∩𝐿2|/|𝑊|
|𝐿1|

𝑊
∗
|𝐿2|

|𝑊|
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Global Features: 𝝍𝒊(𝒕, 𝒕
′)

𝐼 𝑡𝑖−𝑡𝑗 = 1, 𝑖𝑓𝑓 𝑡𝑖 𝑙𝑖𝑛𝑘𝑠 𝑡𝑜 𝑡𝑗𝑜𝑟 𝑣𝑖𝑠𝑒 𝑣𝑒𝑟𝑠𝑎

𝐼 𝑡𝑖⟷𝑡𝑗
= 1, 𝑖𝑓𝑓 𝑡𝑖 𝑎𝑛𝑑 𝑡𝑗 𝑝𝑜𝑖𝑛𝑡 𝑡𝑜 𝑒𝑎𝑐ℎ 𝑜𝑡ℎ𝑒𝑟
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 Combining features:
 𝝍(𝒕, 𝒕′) = σ𝑖=1

𝑛 𝑤𝑖𝝍𝒊(𝒕, 𝒕
′)



Information Extraction



Information Extraction



Information Extraction

• Main problems

• Defining domain

• Learning extractors

• Scoring the facts



Defining domain: Manual Approach



Defining Domain: Semi-manual approach

Manually defined Semi-supervised learning 
using manual labels



Defining Domain: Automatic

• Any noun phrase is a candidate entity
• Dog, cat, cow, reptile, mammal, apple, greens, mixed greens

• Any verb phrase is a candidate relation
• Eats, feasts on, grazes, consumes



Learning extractor: Manual

<PERSON> plays in <BAND>

• Requires hand-building patterns for each relation!
• hard to write; hard to maintain

• there are zillions of them

• domain-dependent 



Learning extractor: Bootstrapping

• If you don’t have enough annotated text to train on …

• But you have:
• some seed instances of the relation

• (or some patterns that work pretty well)

• and lots & lots of unannotated text (e.g., the web)



Learning extractor: Bootstrapping

• Target relation: burial place

• Seed tuple: [Mark Twain, Elmira] 

• Search for sentences with both “Mark Twain” and “Elmira” 
• “Mark Twain is buried in Elmira, NY.”

• → X is buried in Y

• “The grave of Mark Twain is in Elmira”
• → The grave of X is in Y

• “Elmira is Mark Twain’s final resting place”
• → Y is X’s final resting place

• Use those patterns to search for new tuples 



Reference

• Local and Global Algorithms for Disambiguation to Wikipedia ; 
Ratinov et al.

• Knowledge graph: https://kgtutorial.github.io/aaai.html
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